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Abstract. Explainable artificial intelligence (xAI) has become a popular subject of research amongst AI scholars 
in the last years. Some scholars consider xAI a significant driver of AI adoption in practice. However, at date, 
only a few studies investigated the conditions under which xAI solutions provide benefits in practice. 
Additionally, there is still a lot of controversy and inconsistency about related terminology revealing large 
conceptual differences between the understanding of explanations from a theoretical social science viewpoint 
and from a technological viewpoint. In this article, we strive to contribute to a more realistic picture of the 
potential and practical application scenarios of xAI. Thereby, we clarify the question whether xAI is a key driver 
for AI adoption, a mistaken concept from a theoretical point of view or perhaps a practically irrelevant feature 
and bridge the gap between different disciplines. 
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1 Introduction 

Along with the growing interest in the research community, the number of publications in the field of 
explainable artificial intelligence (xAI) has increased sharply in the last approximately five years [1]. xAI is 
attributed the potential to significantly drive AI adoption in practice [1], which is supposedly hindered by the 
black box nature of many AI models [2]. Thereby, xAI refers to the capacity of an AI system to explain either 
the model itself to the developer to achieve intrinsic interpretability or a specific AI outcome to a user as part 
of some kind of post-hoc reverse engineering process [3 5]

[4].  
 
The assumption that xAI can drive AI adoption in practice leads to the question of its practical benefits. In 
recent years, several researchers have strived to identify and collect possible motivations to implement xAI 
solutions. Explanations can be used to evaluate the AI application, to justify its reliance, to control its outcomes, 
to discover and to learn from it, i.e., to serve educational purposes [1, 5, 6]. In newer publications, the 
motivations for xAI applications are enriched with the purpose to manage AI applications [6]. Apart from 
social and practical reasons, some of these purposes address legal issues such as the demand for transparency 
[7], which has gained importance since it has been defined as a key criterion for trustworthy AI by the EU [8], 

 [9] as granted by the Eu
General Data Protection Regulation (GDPR) [1, 2].  
 
Despite the multitude of possible motivations to use xAI, the actionability of its output remains unclear, i.e., 
there is a lack of empirical studies investigating whether recipients of explanations are able to derive beneficial 
practical implications [10]. Additionally, there is still a lot of controversy and inconsistency about the 
terminology. This leads to a variety of co-existing definitions and large conceptual overlaps with related terms 
such as interpretability or transparency, which also triggers diverse expectations towards xAI by relevant user 
groups [7, 11]. Analogous to the term intelligence, explanation refers to a concept that has its roots in human 
and social sciences but is also present in everyday language. Consequently, these concepts are loaded with 
associations and expectations. Simply transferring them to technical contexts can easily result in exaggerated 
expectations. 
 
Figure 1 visualizes the elements relevant to a xAI system. An AI application is applied to a specific data set 
and generates an output. The output of the machine learning algorithm and its quality thereby depend on the 
quality of the respective input data. Since the output of an AI algorithm is often opaque, a xAI can be used to 
gain further insights into the mechanisms that have led to this particular output or the model of the AI itself. A 



human-machine interface makes these insights accessible to the user in a specific context. The human feedback 
may in turn be used as an input for the xAI.   
 

 
Figure 1 AI, xAI and Human embedded in a specific context following [12] 

In this article, we aim to critically reflect on the opportunities and the range of practical use cases of xAI from 
two perspectives to contribute to a more realistic understanding and more adequate expectations regarding xAI. 
First, we highlight some conceptual limitations of xAI from a theoretical viewpoint mainly driven by arguments 
from scholars of philosophy and the social sciences. Thereby, we want to answer the question whether and in 
what sense xAI might be a mistaken and sometimes misunderstood concept. Second, we will adopt a practical 
viewpoint to analyse whether and in what application contexts xAI might be either a beneficial or a practically 
irrelevant feature. With this in mind, we will narrow and specify the potential application domains of xAI from 
two thrusts, while also highlighting relevant potential use cases in appropriate contexts. Finally, we will bring 
theoretical and practical considerations together in order to derive practical implications as well as future 
research avenues in the final chapter.  

2 Theoretical viewpoint: Explainable AI as a mistaken concept? 

Human beings are familiar with explanations since they represent an essential part of everyday communication. 
We regularly ask why a certain event (the explanandum) happened and hope to be provided with an answer 
(the explanans) that satisfies our information needs regarding reasons and causes. After having received an 
explanation, we might be asked whether we feel that we have understood a certain phenomenon. However, in 

but our information needs are not entirely satisfied. At the contrary, the provided explanation let further 
questions arise, so that explaining becomes a complex, iterative, and interactive process [13 15].  
 
Due to our familiarity with explanations, we can quite easily develop a vision of what is supposedly meant by 
xAI or by AI-generated explanations. However, this also imposes the danger that we subliminally expect AI 
explanations to be of a similar kind than explanations we know from our everyday communication amongst 
human beings. Unfortunately, despite being a common term in everyday language and a concept of folk 
psychology, there is no consensus on the criteria a certain piece of information has to meet in order to be 
conceived as an explanation, let alone on the criteria for a good explanation [1]. Accordingly, it is challenging 
to develop objective evaluation metrics for xAI approaches, an issue only addressed by a comparably low 
number of studies so far [16]. Hence, in the first place, xAI algorithms provide certain information, but do they 
qualify to be regarded as explanation in a narrower sense? In the remainder of this chapter, we provide four 
theses about the limits of xAI, which contradict common assumptions about the similar nature and explanatory 
power of xAI-generated and human explanations.  

2.1 xAI does not provide explanations that resemble human explanations 

Whereas scholars with technical backgrounds tend to consider explainability as a feature of the AI system, 
social scientists consider explanations as audience-dependent involving cognitive as well as social processes 
[15, 17]. The explainer exchanges some information regarding the explanandum with the explainee. However, 
when someone provides information about the conditions under which a certain outcome arises, this does not 
imply that the outcome is sufficiently explained. In contrast, the information recipient ultimately decides 
whether the information had explanatory power and supported him/her in interpreting the outcomes or in the 
understanding of the model itself. Put in other words, the definition of an explanation is relative to the explainee 
and its individual expectations, prior knowledge on the explanandum, information needs and so on [17]. Hence, 
the output of an xAI represents a necessary but not a sufficient piece of information which serves as an input 
for an explanatory cognitive process on the user side [17]. Ideally, this process should result in a feeling that 



someone has understood certain phenomena and its formation conditions. Hence, whereas explainability by 
definition focusses on whether some outcome is explainable per se, the focus should be shifted to the user side 
and its understanding of a phenomenon after having processed an explanans [18].  
 
This argumentation draws on an interactional and processual understanding of explanations, which corresponds 
with the way humans explain things to each other as part of social interaction and conversation [14, 17]. 
Processing explanations is not an entirely rational and optimized process, which can be best supported by a 
large amount of exact data. Quite the contrary, those processes usually suffer from cognitive biases and are 
shaped by social expectations, which might prevent someone from revealing one s true reasons [14]. 
Furthermore, people prefer pragmatic, functional explanations, which can guide future behaviour, instead of 
mechanistic, data-driven explanations [18]. From a social sciences perspective, most explanations are 
contrastive, selective, social and do not refer to probabilities [14]. Accordingly , people usually do not seek for 
a complete list of causes when they ask for an explanation, but rather ask why a certain event happened instead 
of another plausible event [14]. Seemingly, most existing xAI approaches fail to take these criteria sufficiently 
into account. However, some approaches like counterfactual explanations or approaches to equip explanation 
engines such as SHAP (Shapley Additive exPlanations) with interactive features [19] can be considered as a 
step towards explanation processes that more closely resemble interactive human-to-human explanation 
processes. In particular, counterfactual explanations, which have a long tradition of research in analytic 
philosophy [20], resemble human explanations and thus might be positively evaluated in user studies, although 
they provide its user with only a limited set of information about possible causes [21]. Hence, whilst there are 
approaches to provide more human-like explanations, the conceptual differences seem considerably large at 
the moment. However, this does not mean that human-like explanations are the best possible explanations from 
a normative viewpoint, but they are at least the type of explanations which we are familiar with and which we 
might intuitively expect from xAI applications. Consequently, the conceptual differences at least underpin the 
relevance of expectation management.  

2.2 xAI does not necessarily lead to correct expectations and higher trust in an AI system  

Increasingly complex organisational styles of leadership as well as seemingly non-deterministic and 
unpredictably acting modern technology have given rise to the relevance of trust in human-technology 
interaction [22]. The described opaque, intangible, and complex nature of AI systems, their novelty as well as 
the manifold expectations and associations make them difficult to comprehend. Users often struggle to 
anticipate outcomes and to adequately assess the ability of AI systems, which in turn affects the evaluation of 
its trustworthiness [23]. 
to rely on an AI system is an important practical issue.  
 
Basically, trust is about expectations regarding the unknown course of the future [24]. Hence, trust becomes 
relevant in situations in which persons perceive a lack of knowledge about the future while possessing some 
relevant information about the past from which they derive their expectations [24]. 
knowledge about the working principles of AI systems, xAI applications strive to support users in making 
predictions about the future output of AI and thereby affect their trust in AI systems. Accordingly, fostering 

[7, 25] and measuring real-time trust as 
an opportunity to assess the quality of generated explanations [26]. 
 
However, research in related contexts of human-machine interaction have highlighted the significant relevance 
of a large variety of contextual as well as individual factors on trust evolution [27 29]. Preliminary results 
from the few available user studies in the human-AI interaction context seem to confirm this finding by 
indicating a complex and far from straightforward relationship between the characteristics of the xAI system 
and perceived trust [18]. For instance, [30] found that visual explanations increased perceived observability of 

explanations without any explanatory power resulted in comparable levels of perceived trust than real 
explanations [31], just to name two examples. Consequently, much more theoretical and empirical work is 
required in order to analyze the relationship between perceived interpretability of AI output and human-AI 
trust under consideration of relevant contextual factors. Meanwhile, the widespread assumption that xAI 

perspective incorporating existing literature from sociology, psychology, philosophy of technology, and 
human-robot interaction seems promising to close this research gap [32].  



2.3 xAI does not address the need for meaningful narratives 

Explanations are usually provided in response to a why-question. Many reasons can drive someone to ask such 
a question [14]. For instance, if an AI application in manufacturing suggests replacing a certain part of a 

  
 
Whilst the relation between why-questions and explanations seems intuitive and straightforward, a closer look 
reveals different notions and meanings of this question. As philosopher Daniel Dennett states, why-questions 
sometimes ask for a 

[33]. In case of the application for evaluating creditworthiness, the system could present a series 
of causes, mathematical calculations, and correlations to describe the process of generating its final decision. 
However, this kind of explanation is unlikely to satisfy the applicant and make him/her accept the decision. 
Indeed, automated decision-
to understand decisions [2]
why-question. The latter may not only ask for a causal series of events, but also refer to intentions and meaning. 
He [33] justifications of 

ecommendations -oriented explanations of how the system 
 [6] tendency to build stories around their reasons for certain decisions 

to provide a deeper meaning and to foster trust. T -factum coherent 
[2] including additional environmental information. Oftentimes, humans also expect such stories as 

explanations. O n is not necessarily driven by the need for exact mathematical 
calculations, but -

[34]. This process of sense-making requires convincing narratives instead of pure information. 
If a good friend betrayed you, you most likely would not be willing to forgive him/her, if he/she would only 
explicate some factors and correlations that made it quite probable that he/she would ever betray you. In this 
context, [34] concludes that humans have a narrative responsibility which is actually challenged by the rise of 
AI applications. The latter can provide a series of possible causes but fail to generate stories and narratives and 
to answer the important what for-question. In that sense, not every need for an explanation in a practical 
scenario can be addressed by xAI, because the ones asking for an explanation might indeed seek for a narrative.  

2.4 xAI does not sufficiently take into account diverging addresses and their needs 

The arguments brought forth so far have stressed an interactional understanding of explanation processes 

processes. However, many articles about xAI do neither specify their target audience nor name the motives for 
which their xAI can be usefully applied. Thereby, they overlook that the requirements and information needs 
of different target groups for explanations substantially differ [2], especially if they have varying levels of 
expertise with respect to AI technology and domain-specific knowledge [2, 6]. This can have various 
implications in terms of how they understand and emotionally evaluate the explanations. Whereas novices 
might require very detailed and easy-to-comprehend explanations, AI-experts might feel offended by easy 
explanations which disregard their experience and knowledge [2]. Additionally, laypersons might tolerate a 
less accurate but understandable explanation whereas experts might prefer more accurate but very technical 
and complex explanations [1]. It has to be taken into account that the real-life end users of xAI systems can 
also encompass non-technical users [10].  
 
Whereas most publications omit to address this issue, some scholars have tried to raise attention for variety of 
possible user groups and their diverging demands in recent years [35 37]. For instance, [37] proposed to 
differentiate stakeholders into regulators, users, developers, and persons affected by AI outputs. Still, the 

affective, and behavioral implications is limited [5, 11, 38]. However, these are key questions in terms of xAI 
adoption in practice as highlighted by a recent meta-analysis on the future of AI at work [39]. In that sense, 
apart from the explanandum (what to explain?) and the explanans (how to explain?), the explainee (to whom 
to explain?) should be considered as a third essential building block of an explanation [2]. This would also 
stress the value-added by personalized explanations [6]. However, since some of the most popular xAI 
approaches like LIME (Local Interpretable Model Agnostic Explanation) or SHAP are model- and application-
agnostic, they lack methods of personalization. Hence, this advantage in terms of wide applicability of these 
techniques backfires in terms of an appropriate consideration of application-specific user needs [40]. 



Surprisingly, although companies represent the key application domain for AI and xAI solutions, an 
organizational and workplace-oriented perspective on xAI is underrepresented in related literature and in public 
discourse [11]. 

3 Practical viewpoint: Explainable AI as a practically irrelevant feature? 

Until this point, we discussed xAI with a strong focus on the nature of explanations and the differences between 
human and xAI-generated explanations. The forthcoming section focusses on the practical usefulness of xAI 
in an organizational context, without considering technical details of these applications. Highlighting the 
relation between AI, xAI and the user, several criteria to assess existing use cases regarding their potential of 
an xAI application will be discussed. The identification of use cases goes thereby in line with a set of design 
recommendations for an xAI. We use the domain of production as an example. However, we believe that the 
criteria identified are rather associated with the nature of xAI than with a specific application domain and it is 
the goal to develop criteria that can identify xAI use cases on a domain-independent level. .  

3.1 Applications of AI and xAI in company 

Use cases for AI are found across a broad range of domains as for example production, medical, mobility, but 
also education or scientific work. In a study conducted by Fraunhofer IAO potential fields of application for 
AI are identified, including autonomous robots and transport, but also cognitive assistants and smart devices 
[41]
example autonomous driving, but there remains a broad range of AI use cases. In [42], a variety of such use 
cases are worked out abstractly, including maintenance, quality management and control, automation 
technology, and product and process development. In particular in small and medium enterprises, the assumed 
potential of AI applications is far from being identified or even realized, mainly due to a lack of competence, 
obstacles for the actual implementation and data problems [43]. 

xAI use cases in industry include cases on predictive maintenance, business management, anomaly detection 
and modeling [16]. However, it remains open what the potential for xAI actually is across all levels from shop 
floor to management level. For practical applications, the motivation to use an xAI  is essential to justify its 
application, as it has been discussed beforehand in the introduction [44]. Ranging from shop floor to 
management level, the availability of high-quality data is an essential basis to make decisions. Confidence in 
how the systems work must thus be created, but at the same time it must also be ensured that the database is of 
sufficient quality [45]. In addition to strategic decisions, other possible applications for xAI are, for example, 
the training of employees, product development and the sharpening of process understanding [46]. 

3.2 Derivation of criteria for use case analysis and xAI application 

So far, we have highlighted some typical application domains, but the question how to identify future use cases 
to assess the potential of xAI applications remains open. In the course of this section, several criteria will be 
presented that could serve practitioners as a first indication for an xAI potential. Thereby, neither 
exhaustiveness nor completeness is claimed.  

The first aspect to mention is the need for an explanation [5], although from the authors' point of view this 
aspect can also be well justified via the objectives of an xAI. As a second criterion the criticality of for example 
a decision is to mention [5, 31]. The criticality can therefore refer to the fault tolerance of a use case, the 
criticality in time [41] and the criticality of data itself, resulting in criticality of the use case itself and the 
resulting implications [47]. Along with time criticality comes the decision if an explanation must be provided 
in real time or if the post-hoc provision of an explanation is sufficient for evaluation and knowledge 
enhancement purposes [48]. This question is particularly relevant in the context of manufacturing work, which 
is often associated with time pressure. Furthermore, the time window for a reaction to a decision and the 
explanation provided by an AI or xAI must be considered. For decisions of the strategic management in 
companies which are associated with a high impact, time criticality is not an important aspect, however, since 
those may be based on simulations, explanations are of crucial importance [46].  Also from a practical point of 
view the prior knowledge of stakeholders of a practical use case or system must be subject of consideration 
[49].  



3.3 xAI design for practical application 

In line with the previous aspects, it should be noted that the user of the xAI plays a central role and that the 
design of an xAI must be determined to its user group [50]. In their study, [50] contrast different explanations 
to different user groups and conclude that also especially the application context of an xAI is of great 
importance. This is also confirmed in other publications (e.g. [44]), particularly more recent publications. In 
addition to the type of information that is provided to the user, it is also recommended to consider the level of 
detail of information that should be provided to the user to ensure a communication appropriate to the target 
group [50]. It is emphasized that the user should be included in the early stages of an xAI development to 
ensure a fulfillment of expectations [12]. In current developments, this aspect has not been paid significant 
attention to [6]. If one considers further the relation between AI-xAI-human as shown in Figure 1, the user 
interface and the way of information visualization is an additional critical aspect [46]. From an entrepreneurial 
perspective, further challenges can be identified apart from the actual application. In [46], it is emphasized that 
its economic evaluation of xAI is difficult. If we look in particular at small and medium enterprises, we already 
find barriers to the adoption of AI approaches [51]. For example, in smaller companies it may be the case that 
human intervention is required along the information chain [52] and that an insufficient amount of data is 
provided for an AI application [53]. This may be the case due to several reasons, for example, if a number of 
different systems is used and data availability to even train an AI is not guaranteed [52].  

Moreover, cost may be a critical criterion for the decision if an AI or xAI is even considered within the scope 
of potential solutions. Usually, before a product is fully developed, a number of prototypes can be created. 
However, in the case of an AI, this is not possible without major effort, including financial effort [51] and it is 
assumed that this applies analogously to xAI which also leads to financial risk at this point. Based on the 
previous chapters, it can also be stated that explanations that appeal to the user and are thus truly perceived as 
explanations offer the greatest added value. [49] underpins this approach by focusing on current demand and 
thus user requirements. Nevertheless, according to [47], these so-called application-grounded explanations, 
including real humans and real tasks, are also the explanations that are associated with the highest costs, which 
again represents a barrier for companies. However, it is conspicuous that even for the adoption of AI cost is 
not a primary factor, but major reasons range around competencies, data, or infrastructure [43].  

4 Bridging the gap between theory and practice 

In this section, we try to bring together the human-centric and the application-specific perspective on 
explanations and xAI. Alike for any other application within a company or production, a tool or technology 
must fulfill a function. The first statement refers to the human perception of explanations that are provided by 
an xAI, but that do not resemble human explanations. Thinking in terms of a practical use case, this aspect is 
to be considered as controversial, since sometimes human beings provide an inadequate amount of information 
than it is actually needed in a specific use case. This can on the one hand cause problems in time critical 

system is an 
but the question arises to which degree this must be the case in practical use cases. Explanations do not seem 
relevant in any cases, since we oftentimes accept decisions based on human reasoning, which is also a black 

-post rationalizations [2]. 

decision mechanisms. However, if the underlying problem was so deterministic and obvious, would there be a 
need for an AI at all? AI is working with data, whilst human beings often share a broader view on a phenomenon 
as a whole including observations and implicit knowledge [54]. Thinking of use cases on the shop floor and in 
higher management, different context and settings are found with respect to time, consequences of decisions, 
and so on. The actual need for trust might be context-specific and there might even be cases, in which trust in 
an explanation is not an essential requirement (e.g. in cases without any human-AI interaction). However, in 
many cases, trust might be an essential success factor, but xAI applications might fail to modulate trust 
appropriately due to other overshadowing contextual factors. 

Human beings do not only expect the transmission of an information, but rather information embedded in a 
story that provides a full picture with potentially more information that are required from a merely rational 
stance. Nevertheless, human beings do not act merely rationally and thereby desire and expect explanations in 
the form of narratives. Such explanatory stories can be shaped by subjective impressions. Thinking about 
production and for example predictive maintenance, the information itself may be of greater interest, but its 



visualization format may be of lower interest. In any case, the provided information and its visual representation 

However, since algorithms tend to work the same, a different set of algorithms may be needed for different 
people and different use cases. 

This leads to the last aspect of consideration, the use specificity. From a practical perspective, there is a 
difference in talking to a developer or talking to a worker on the shop floor. Both will have different 
requirements, whilst an engineer might want to understand how the implemented algorithm works, the higher 
management wants to know why a specific decision should be taken based on a simulation. The claim for user 
specific explanations is addressed from a theoretical and also practical viewpoint alike. Information must be 
provided with respect to the context, the stakeholder, and the prior knowledge of a person.  

Interdisciplinarity, therefore, fosters shedding light on relevant issues from different perspectives. Thereby, a 
holistic picture of current limitations, obstacles and challenges regarding xAI and its use in practice is created. 
Nonetheless, the importance of each aspect is determined by the context in which an AI and an xAI is applied. 
We therefore highly stress the importance of research focusing more on the actual adoption of xAI and system 
design, but also the transfer of xAI to real use cases and not solely on the algorithmic development. In addition, 
proper expectation management towards xAI is crucial. This may then again transfer xAI from a theoretical 
construct into a practically relevant feature.  

5 Conclusion and implications for research and practice 

In this contribution we approached xAI from a twofold perspective trying to answer the question if xAI is either 
a key driver for AI adoption, a mistaken concept, or practically irrelevant feature. First, the term explanation 
itself has been challenged and contrasted with human explanations. Second, the term trust within the scope of 
AI and xAI has been considered as a subject of interest, which is not necessarily influenced by the provision 
of AI-generated explanations. Third, the human need for storytelling instead of factual mathematical 
explanations was highlighted. This goes along with the fourth aspect pointing out the that current xAI 
implementations tend to provide general explanations, which are neither adapted to a specific situation nor a 
specific person. From a practical perspective, insights were provided into criteria that may promote or hamper 
the application of xAI.  The widespread use of AI is a prerequisite for xAI adoption, but to use AI, data must 
be provided which is seen as a major obstacle by small and medium enterprises. Criticality of time and decision, 
control, speed of response and acceptance are identified as first criteria to assess AI-use cases for their potential 
of xAI. For sure, this list of criteria should be extended in further work.  

In order to answer the research question, theoretical as well as practical issues and challenges were discussed. 
Thereby, we analyzed some important issues from different perspectives. Based on the theoretical-
philosophical and the practical view the following implications for further research and practice can be derived:  

 Context specificity and user centeredness. We highly emphasize the consideration of the context 
of an xAI application and the specific characteristics and needs of users. We therefore suggest not 
to neglect any of the relations indicated in Figure 1.  

 Empirical context-specific user studies. The demand for a user-centered design of xAI 
approaches in practice requires a precise understanding how users perceive different explanation 
types in their typical usage contexts. Much more empirical findings are needed to be able to 
adequately design xAI approaches. 

 Expectation management. Since the terms intelligence and explanation are common in everyday 
language and loaded with associations, practitioners will most likely expect something that 
explains in similar way than humans when they are told about xAI approaches. This can easily 
lead to false expectations and misleading ability attributions, which can negatively influence 
appropriate trust calibration. Mechanisms for expectation management and trust calibration should 
be developed and empirically tested to tackle this issue.   

 Promotion of AI for small and medium-sized enterprises (SMEs). xAI should not be 
considered as a universal solution to foster AI adoption in any company and usage context. Instead, 
it can be helpful for example when the AI adoption is hindered by transparency requirements. 
However, other typical obstacles such as missing technical competencies or a lack of high-quality 
data, especially in SMEs, must first be overcome to enable the use of xAI.   



 Criteria for xAI identification and heat map. From a practical perspective, there is a need to 
develop and provide a guide for practitioners that empowers them to recognize beneficial xAI use 
cases based on a set of context- and use case-specific criteria. 

 Empirical analysis of overall potential of xAI in practice. Apart from technical progress and 
single-case studies, empirical studies should also evaluate the potential of xAI in practice from a 
macro perspective. Thereby, they should address the research question, which practical use cases 
indeed fulfill the basic criteria for xAI to be feasible and advantageous. Such a study is foreseen 
within the context of the research project KARL. 
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